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3D object detection: Estimate oriented 3D 

boundary boxes as well as category labels of 

objects from a point cloud.

Semi-supervised learning: Train a model 

with a small number of labeled data and a large 

number of unlabeled data. 

Challenges and Contributions

Our Approach

(a) Side-aware 3D Object Detection

Side-aware Bounding Box Parameterization: For convenience, we denote the top, 

down, left, right, front and back sides of a bounding box as: 

𝑠 ∈ 𝐵 = {𝑡, 𝑑, 𝑙, 𝑟, 𝑓, 𝑏}
The model predicts the distribution 𝑃(𝑠) defined over the interval [𝑠𝑚𝑖𝑛, 𝑠𝑚𝑎𝑥]. Then

we discretize the continuous distribution by dividing the interval into 𝑁 bins 

𝑠0, 𝑠1,· · · , 𝑠𝑁−1 . The predicted value Ƹ𝑠 of 𝑠 can be calculated as:

Ƹ𝑠 = ෍

𝑖=0

𝑁−1

𝑃(𝑠 = 𝑠𝑖)𝑠𝑖

Uncertainty Estimation Module (UEM): 

Uncertainty Regression Loss: 

To guide the training of the UEM, we introduce the uncertainty regression loss. We 

use the absolute deviation of the predicted side location Ƹ𝑠 and ground-truth 𝑦𝑠 to 

compute the uncertainty label 𝑦𝑠
𝑢 = MIN(α 𝑦𝑠 − Ƹ𝑠 , 1.0). The uncertainty regression 

loss can be computed as the mean square error between 𝑦𝑠
𝑢 and 𝑢𝑠.

Semi-Supervised 3D Object Detection Experiments
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(a) How to estimate the localization quality of 

each side? Global scores like IoU are insufficient for 

pseudo-label selection. Red represents pseudo-labels 

and green represents ground-truth. 

We decouple the localization task and predict the 

position of each side as a probability distribution. 

Then we use a side-aware uncertainty estimation 

module to evaluate the quality of each side.

(b) How to select pseudo-labels for model 

training? The green bars indicate the number of 

sides with error less than 0.1, while the red bars 

indicate the number of sides with error greater than 

0.1. The recall indicates the proportion of ground-truth 

that are covered by the pseudo-labels.

We propose the Soft Pseudo-Label Selection 

which can suppress the interference of the low-

quality sides while fully utilizing the sides with 

higher quality in the pseudo labels. 

Our Framework
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Conclusion

• In this paper, we propose a side-aware framework with three specific designs: a probabilistic 

parameterization method, an uncertainty estimation module, and a soft pseudo-label selection. 

• To the best of our knowledge, our approach is the first to consider the quality of local sides for 

pseudo-label filtering, enabling full exploitation and utilization of valid information in the model 

prediction results for supervising student models. 

• Experiment results indicate that our method outperforms state-of-the-art methods on two indoor 

datasets and one outdoor dataset. 
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Uncertainty

We design side of interest (SOI) pooling 

to obtain the geometric features 𝐹𝑔𝑒𝑜 , 

then we concatenate the corresponding 

statistics to obtain the distribution 

properties 𝐹𝑑𝑖𝑠𝑡. Finally, we fuse the 

geometric features and distribution 

properties into a MLP to obtain the 

uncertainty measure 𝑈 = 𝑢𝑠 𝑠 ∈ 𝐵}.

(b) Soft Pseudo-Label Selection

The Soft Pseudo-Label Selection (soft-PLS) consists of three components: Category 

specific filter, IoU-guided NMS with low-half strategy, side-aware weight assignment. 

Category specific filter: Following FlexMatch, we use category-specific thresholds 

to filter pseudo-labels. 

IoU-guided NMS with low-half strategy: To suppress noise in pseudo-labels caused 

by duplicated bounding box predictions, we utilize the IoU-guided non-maximal 

suppression with low-half keeping strategy to eliminate redundant pseudo-labels. 

Side-aware weight assignment: We first evaluate the localization quality of each 

side and compute the quality score 𝑞𝑠 = 𝑒−𝛽𝑢𝑠 of each side. 𝛽 is a scaling value. 

When supervising the student model, we use the quality scores 𝑄 = {𝑞𝑠|𝑠 ∈ 𝐵} of the 

pseudo-label to weight the loss function as follows: 

𝐿𝑏𝑜𝑥 = 𝑞𝐵𝐿𝑖𝑜𝑢 𝐵 +෍

𝑠∈𝐵

(𝑞𝑠𝐿𝑟𝑒𝑔 𝑠 )

In this way, we reduce the interference of poorly localized sides in model training.
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